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1.  Data-driven safe set construction

infeasible

region

maximal safe set

Compute maximal safe set:

min  𝑙 𝑥 − 𝑉 𝑥, 𝑡 ,
𝜕𝑉

𝜕𝑡
+  𝐻 𝑥, 𝛻𝑉 𝑥, 𝑡  = 0

𝑉 𝑥, 0 = 𝑙 𝑥

Solution to Hamilton-Jacobi PDE:

= 𝑥 𝑉 𝑥, 𝑡 ≥ 0}

Near Hover

Cruise

Constructing safe operation region

directly from trajectories

F
lig

h
t 

p
a

th
 

a
n

g
le

 (
ra

d
)

Airspeed (m/s)



ሶ𝑥 = 𝑣, 𝑣 ∈ 𝐹(𝑥)

ሶ𝑥 = 𝑓 𝑥, 𝑢 , 𝑢 ∈ 𝑈 𝐻 𝑥, 𝛻𝑉  = max
𝑢∈𝑈

𝛻𝑉 ∙ 𝑓(𝑥, 𝑢)

𝐻 𝑥, ∇𝑉 = max 

𝑣∈𝐹(𝑥)

∇𝑉 ∙ 𝑣
vector field bound

𝑓 𝑥, 𝑢

=

nonconvex feasible set

linear objective

1.  Data-driven safe set construction



Data-driven Hamiltonian  ෡𝐻 𝑥, 𝛻𝑉| 𝒟 :

• convex optimization problem with a closed-form solution

• guaranteed underapproximation of the ground-truth Hamiltonian

• results in a guaranteed underapproximation of the ground-truth safe set

𝐻 𝑥, 𝛻𝑉  = max
𝑢∈𝑈

𝛻𝑉 ∙ 𝑓(𝑥, 𝑢)෡𝑯 𝒙, 𝜵𝑽| 𝓓 ≤

෡𝑯 𝒙, 𝛻𝑉| 𝓓

𝛻𝑉

𝑣2

𝑣1

𝑣3
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𝐻 𝑥, 𝛻𝑉  1.  Data-driven safe set construction



Test iterations of eVTOL dynamics:
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1. Data-driven safe set construction:
 Safe experiment design



𝑝𝑥  (m)

certified reach-avoid

𝑝𝑥  (m)

learned reach-avoid
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2.  Certifying learned reach-avoid sets



Offline learning of a new 

reach-avoid value function 

and its policy

Post-learning certification of 

learned reach-avoid set

2. Certifying learned reach-avoid sets:
 A new reach-avoid value function



NN Q function

𝑥
𝑢
𝑑

𝑄𝜃𝑞
(𝑥, 𝑢, 𝑑)

Control policy

𝜋𝜃𝑢
(𝑥) 𝑥

Disturbance policy

𝜋𝜃𝑑
(𝑥) 𝑥

Deep Deterministic Policy Gradient (DDPG) to learn the value 
function and policy

[DDPG: S. Li et al. AAAI 2019]



Certification method 1: 
Use suboptimal policy & Lipschitz 
constants to construct lower bound

suboptimal policy 𝜋

Lower bound using 

Lipschitz constants

Finite horizon sim

Certification method 2: 
Use second order cone 
programming

Target set

SOCP RA set verification:

We examine whether we can safely reach 

the target set under the worst-case 

disturbance by solving a sequence of 

SOCPs



Advantages, Limitations

• Compares favorably with baselines

• Can be used in real-time for local certification

• Lipschitz continuity appears to accelerate reachability learning

• Conservative by design

• Value function/policy learned offline, could be subject to distributional shift 
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Perception Prediction

PlanningControl

State Feedback

Sensory Input

Research Objective I

Research Objective II

Certified learning of safety certificates

Thanks to Donggun Lee and Namhoon Cho
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