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Objectives are often very hard to specify!
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How do we get AI systems to do what we, 
as humans, actually want them to do?

The Alignment Problem



Robust behavior is often very hard to specify!
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How do we know if an AI system is robust?

Robustness: Acceptable behavior in the presence of uncertainty and 
unusual circumstances.
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How do we know if an AI system is robust?

Robustness: Acceptable behavior in the presence of uncertainty and 
unusual circumstances.
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The Alignment
Problem



Human input is messy!
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Aligned, Robust, and Interactive Autonomy 
(ARIA) Lab

Our research seeks to efficiently incorporate 
human input into both the theory and practice of 
robust and aligned AI systems.



Uncertainty

Interaction IrrationalityRobustness

Feedback

The Alignment Problem



Autonomous Assessment of
Demonstration Sufficiency via Bayesian

Inverse Reinforcement Learning
Tu (Alina) Trinh Daniel S. BrownHaoyu Chen

Best paper finalist award at International Conference on Human-Robot Interaction (HRI’24)!



Research Goal 1: 
Probabilistic performance bounds when learning 
rewards from any type of human feedback.



Value Alignment Verification for AI systems

15
Brown et al. "Value Alignment Verification." ICML, 2021.



Research Goal 2: 
Unit Tests for Reward and Policy Alignment.





Research Goal 3: 
Robust Policy Optimization Under Reward 
Uncertainty
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