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NetSafe Overview: Safe Graph Neural Networks
• Goal: Build a Computational Foundation for End-to-end Safe GNNs.
• Safety Notion: Performance Assurance against Hazards

• Hazards = external perturbation & dataset shifts
• Requires the learning model (e.g., GNNs) to generalize well, ideally with provable guarantee, in 

the presence of unintended or unexpected behavior (largely remain same)
• Three aspects: awareness, robustness, and confidence

• Collectively identify, endure, and reduce hazards in a machine learning system

• Research Tasks: Safe Training (Task 1), Adaptation (Task 2), Testing (Task 3)
• Evaluation Plan: Benchmark evaluation, finance and power grid.



Research Tasks & Evaluation



SLES: NetSafe: Towards a Computational Foundation of Safe Graph Neural Networks

Intellectual Merit:
This project aims to build a computational foundation for end-to-end safe GNNs. It will 
establish new theoretical foundations in terms of the sensitivity, NP-hardness, confidence, and 
generalization error bound of safe GNNs. It will enable learning realistic perturbations and 
introduce new discrepancy and divergence measures for graphs, which will in turn lead to new 
algorithms for safe GNNs training, adaptation and testing with better efficacy and robustness.
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Prior Results:
• Adversarial Graph Training
• Open-set Domain Adaptation for IID Data    
• Graph Anomaly and Event Detection     
Expected Results:
• Thrust 1: Introducing a formal definition of realistic perturbations with quantified confidence, 

establishing a new sensitivity measure, and developing new algorithms for robust GNNs training.
• Thrust 2: Introducing a new graph discrepancy measure based on fused Gromov-Wasserstein distance, 

establishing the label-informed divergence measure for graphs, and unifying covariate shift and label 
shift for safe GNNs adaptation.

• Thrust 3: Designing an unsupervised objective for closed-set safe GNNs testing, and developing the 
open-set safe GNNs testing method without the access to the training graph.

Components: 
• Safe GNNs Training  
• Safe GNNs Adaptation
• Safe GNNs Testing
Rationale: 
• Safety Notion: Performance Assurance against Hazards
• 3 Key Aspects: Awareness, Robustness, and Confidence
• Research Scope: 3 Learning Stages & 2 Types of Hazards
Safety Plan: 
• Learning Realistic Perturbations for Safe Training  
• Safe Adaptation against Covariant and Label Shift
• Closed-set and Open-set Safe Testing  
Validation:
• Benchmark and Synthetic Datasets: Efficacy & Robustness
• Two Case Studies: Financial Fraud Detection & Early Event Detection in Power Systems   

Broader Impacts Plan:
• Benefit safety critical graph learning based applications, including fraud detection and power 
systems.
• Curriculum development, with supplemental material for the data mining textbook.
• Engaging minorities through mentoring programs, with an emphasis on bridging activities.
• Disseminating the data, code and manuscripts from this project.



Matcha: Mitigating Graph Structure Shifts with 
Test-Time Adaptation (ICLR 2025)
• Distribution shifts in graphs: 

• Attribute shift: Node feature distribution is different
• E.g., LinkedIn and Instagram users have different profile

• Structure shift: Node connectivity patterns vary
• E.g., professional connections vs. family & friends

• Graph test-time adaptation (graph TTA): 
• Given: source GNN model, unlabeled target graph 𝒯𝒯
• Find: Target GNN model
• Goal: Maximize the node classification accuracy 𝒯𝒯
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Theoretical Findings

• Challenge: Most of the existing generic TTA algorithms, designed for 
other data (e.g., images), fail on graphs with structure shift. 

• Our finding: Attribute shifts and structure shifts have different impact 
patterns

• Compared to attribute shifts (b), structure 
shifts (c) mix the distributions of node 
representations from different classes. 

• (See proofs in the paper)
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Matcha: Overview

• Matcha adapts the hop-aggregation parameters in GNNs (e.g., 𝛾𝛾0,⋯ , 𝛾𝛾𝐾𝐾  
for GPRGNN)
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Prediction-Informed Clustering Loss

• We proposed a new loss function: 
ℒPIC = 𝜎𝜎intra

2
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2 , where

• Intra-class variance: ∑𝑖𝑖=1𝑀𝑀 ∑𝑐𝑐=1𝐶𝐶 �𝒀𝒀𝑖𝑖,𝑐𝑐 𝒛𝒛𝑖𝑖 − 𝝁𝝁𝑐𝑐 2
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• Inter-class variance: ∑𝑐𝑐=1𝐶𝐶 ∑𝑖𝑖=1𝑀𝑀 �𝒀𝒀𝑖𝑖,𝑐𝑐 𝝁𝝁𝑐𝑐 − 𝝁𝝁∗ 2
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• Centroid for class 𝑐𝑐: 𝝁𝝁𝑐𝑐 = ∑𝑖𝑖=1
𝑀𝑀 �𝒀𝒀𝑖𝑖,𝑐𝑐𝒛𝒛𝑖𝑖
∑𝑖𝑖=1
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• Centroid for all nodes: 𝝁𝝁∗ = 1
𝑀𝑀
∑𝑖𝑖=1𝑀𝑀 𝒛𝒛𝑖𝑖

• Intuition
• Small intra-class variance 𝜎𝜎intra2 , large inter-class variance 𝜎𝜎inter2
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Experiments: Matcha Enhances the Performance of 
Existing TTA Methods
• Synthetic CSBM dataset with 

different types of structure shifts
• Real-world datasets
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Experiments: Matcha Restores the Representation 
Quality
• While structure shifts blur the 

boundary of node classes (b), 
Matcha can restore the 
representation quality (f), better 
than other loss functions. 
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